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Abstract—Facial expression plays an important role in face-to-
face human-computer communication. Although considerable 
efforts have been made to enable computers to speak like human 
beings, how to express the rich semantic information through 
facial expression still remains a challenging problem. In this 
paper, we use the concept of “modality” to describe the semantic 
information which is related to the mood, attitude and intention. 
We propose a novel parametric mapping model to quantitatively 
characterize the non-verbal modality semantics for facial 
expression animation. In particular, seven-dimensional semantic 
parameters (SP) are first defined to describe the modality 
information. Then, a set of motion patterns represented with 
Key FAP (KFAP) is used to explore the correlations of MPEG-4 
facial animation parameters (FAP). The SP-KFAP mapping 
model is trained with the linear regression algorithm (AMMSE) 
and an artificial neural network (ANN) respectively. Empirical 
analysis on a public facial image dataset verifies the strong 
correlation between the SP and KFAP. We further apply the 
mapping model to two different applications: facial expression 
synthesis and modality semantics detection from facial images. 
Both objective and subjective experimental results on the public 
datasets show the effectiveness of the proposed model. The 
results also indicate that the ANN method can significantly 
improve the prediction accuracies in both applications.  

I. INTRODUCTION 

Facial expression is an important channel of human-human 
interactions. Statistics show that non-verbal gestures account for 
55% of the meaning about feelings and attitudes that a speaker 
delivers, while word and voice only account for 7% and 38% 
respectively [1]. To enable computers to communicate like 
human beings, synthesizing and recognizing facial expressions 
are becoming popular research topics and have attracted interests 
from both academic and industrial communities. 

Most state-of-the-art studies have put focus on synthesizing or 
recognizing facial expressions by considering several emotion 
categories [4], such as happy, angry, surprise, etc. However, in 
addition to emotions, people also express their moods, attitudes, 
intentions and even beliefs with their facial expressions. The 
subtle and complex changes of facial expressions usually convey 
abundant semantic information, including not only emotions but 
also communicative purposes and action readiness [2][3]. Hence, 
there is a clear need for methods and techniques to analyze and 
model the correlation between semantic information and facial 
expressions. Unfortunately, the issue of how to convey the rich 

semantic information with the facial expressions is often ignored. 
Linguists and psychologists use the concept of “modality” to 
refer to “the manner of speaking by which the speaker shows 
his/her attitude and position in the current conversation” [5]. 
Inspired by linguistics and psychology, the modality semantic in 
this paper is defined as the semantic information which is related 
to the subjective mood, attitude and intention. Several studies in 
psychology have given formal description of the semantic 
meaning of facial expression. For example, Russell proposed a 
dimensional cognitive model emphasizing the important role of 
contextual semantics in facial expressions [6]. However, without 
a quantitative measurement, the results of these researches cannot 
be directly applied to build facial models for computers.  

In this paper, we focus on modeling the correlation between 
modality semantics and facial expressions. The problem is non-
trivial and poses a set of unique challenges: 1) we need a measure 
to quantify the modality semantics conveyed by the facial 
expressions; 2) it is unclear how one should model the correlation 
between modality semantics and facial expressions; 3) it is 
important to apply the model to real applications to verify its 
effectiveness. Figure 1 illustrates the overview of the correlations 
between modality semantics and facial expressions. As shown by 
the top-left part of the figure, the modality semantics conveyed 
by a facial expression are parameterized by a set of semantic 
dimensions, including pleasure, strength, confidence, attention, 
nervousness, activation, and dominance. These dimensions can 
describe the modality semantics that are related to not only 
subjective mood (with pleasure and nervousness) but also attitude 
(with confidence, attention and activation) and intention (with 
strength and dominance). Each dimension of modality semantics 
can take different levels of quantitative values. For example, as 
shown in the figure, pleasure and confidence take the high level 
positive values; strength, attention, activation and dominance 
take the middle level positive values; while nervousness takes the 
high level negative value. Details on the parameterization of 
modality semantics will be elaborated in Section III.A. The top-
right part of the figure shows several different facial expressions 
that are related to different modality semantics. We can easily see 
that the smile expression best matches the modality semantic as 
parameterized by the above semantic dimensions, while the other 
facial expressions have quite different (even opposite) meanings. 
Particularly, the shape of mouth, eyes and eyebrows are the key 
factors to convey different modality semantics with facial 
expressions. Different shapes and motions of facial organs, such  



 
Fig.1. Illustration on modeling the correlation between modality semantics and facial expressions. 

 
as raise eyebrows, squeeze eyebrows, open eyes, bend mouth, 
stretch mouth and so on are called motion patterns, as shown in 
the bottom part of the figure. Based on these observations, we 
propose our solutions for the above challenges in modeling the 
correlations between modality semantics and facial expressions: 
we first define a seven-dimensional semantic parameter (SP) to 
depict and quantify the modality semantics. Then based on 
MPEG-4 facial animation parameters (FAP), a set of facial 
expression parameters are selected to describe motion patterns. 
The selected FAPs are called Key FAPs (KFAP). We further use 
both linear and non-linear methods to model the correlation 
between SP and KFAP. Finally, the proposed models are applied 
in two applications to verify the effectiveness: facial expression 
synthesis driven by SP, and modality semantics detection from 
facial images. 

The rest of this paper is organized as follows: Section II 
introduces related works. Section III formally defines SP and 
KFAP for parameterizing the modality semantics and facial 
expressions respectively. Section IV describes the proposed 
mapping model between SP and KFAP, using both linear and 
non-linear methods. Section V presents two applications using 
the proposed mapping model. Experimental results in section VI 
validate the rationality and effectiveness of our method. Finally, 
Section VII concludes. 

II. RELATED WORKS 

A. Facial Expression Analysis 
Facial expressions and their relationships with emotions have 

been extensively studied [2]. Existing models for emotion 
description can be summarized into two categories: the 
categorical model and the dimensional model. For the categorical 
model, [7]-[10] were devoted to synthesizing or recognizing 
facial expressions for basic emotion categories (e.g. happy, sad, 
angry, etc.). However, the vagueness of natural language makes 
it hard to clearly describe the subtle variation of spontaneous 

emotion. It is also difficult to describe the continuum or non-
extreme emotional states by discrete list of categories. 

For the dimensional model, emotional states are quantitatively 
measured in terms of a small number of basic dimensions. 
Quantitative emotional analysis based on dimensional model is 
suitable for computer modeling [11]. Jia et al. [12] proposed an 
audio-visual speech synthesis approach for a Chinese avatar 
based on the pleasure-arousal-dominance (PAD) model. 

However, all these methods can only deliver emotion 
information. In addition to emotions, people also express their 
moods, attitudes and intentions with their facial expressions, 
which are called “modality” by linguists and psychologists [5]. 
The analysis of how to convey the rich modality semantics 
besides emotion by facial expressions is often ignored by existing 
methods. 

In this paper, we focus on the analysis of the rich modality 
semantics related to subjective mood, attitude and intention, and 
also the analysis of the correlation between modality semantics 
and facial expressions. A seven-dimensional semantic parameter 
(SP) is proposed to quantitatively describe modality semantics. 
This work extends existing work in two ways: 1) we enrich the 
meaning of facial expressions, from emotions to modality 
semantics; 2) we adopt and extend the dimensional approach to 
describe and quantify the modality semantics. 

B. Facial Expression Representation 
Most research on parametric facial expression representation 

[13] are based on the facial action coding system (FACS) 
proposed by Ekman, and the facial animation framework in 
MPEG-4 [14]. 

FACS is a human-observer-based system, which is designed 
to capture the subtle movements of isolated facial features. The 
basic facial motion patterns in FACS are called “action units” 
(AU). From the perspective of computer animation, the action 
units define the motion patterns of facial organs, but do not 



provide the quantitative information required by facial animation. 
Therefore, the FACS system is widely adopted in the field of 
facial expression recognition, but it is not suitable for synthesis 
and animation purposes. 

Contrary to FACS, the facial animation framework developed 
under MPEG-4 standards is designed completely for computer 
animation. In accordance to action units, the facial animation 
parameters (FAPs) are designed by the study of minimal 
perceptible muscle actions. There are in total 68 FAPs defined 
for quantifying movements of specific facial points. However, it 
is redundant to generate facial expressions by manipulating all 
the FAPs directly, since there is strong correlation between FAPs 
within the same facial organs. Such correlation in FAPs has been 
utilized for the coding of real time facial animation [15]. 
Controlling all the FAPs to deform the mesh is much more 
complex than using meaningful facial motion patterns. 

In this paper, we use the motion patterns represented by the 
selected key FAPs (KFAP) to depict the movements of facial 
organs (eyebrow, eye, mouth), which combines the 
advantages of both human perceptible description method 
(FACS) and low-level deformation of face model (FAP). 

III. PARAMETERIZATION OF MODALITY SEMANTICS AND  
FACIAL EXPRESSIONS 

In this section, we first present a formal definition of the 
modality semantic parameters (SP), and then introduce facial 
expression parameters represented with KFAP which is used to 
describe motion patterns of facial organs. 

A. Parameterization of Modality Semantics 
In psychological research, emotions have been studied for 

several decades, and recently the dimensional approach has 
gained popularity which can describe various human emotional 
states. Empirical study has been conducted to determine three 
essential dimensions to measure human emotions [22], namely 
pleasure, arousal and dominance. The dimensional description, 
suitable for computer modeling, captures the essential properties 
of emotion. 

As has been described, in addition to emotions, people also 
express moods, attitudes and intentions with facial expressions. 
We adopt and extend the dimensional approach to describe such 
rich modality semantics conveyed by facial expressions [16]. 
Based on the semantic features proposed in componential 
analysis of semantics, seven dimensions are defined as shown in 
Table 1. Each dimension describes a different aspect of modality 
semantics. For example, nervousness and pleasure describe the 
subjective mood; confidence, attention and activation describe the 
subjective attitude; while strength and dominance describe the 
subjective intention. Table 1 presents these dimensions and their 
corresponding definitions. 

The value of each dimension ranges from -1 to +1 (shown in 
Table 2), corresponding to the continuous changes from negative 
to positive, e.g. from “suspicion” to “confidence”, or from 
“sadness” to “happiness”. Zero values indicate that the 
corresponding dimension does not apply. According to the above 
definitions, we can describe a certain kind of modality semantics 
conveyed by a facial expression using a seven-dimensional 

semantic parameter (SP), which can be represented by a vector 
SP consisting of the values of each of the seven semantic 
dimensions. When we need to quantify the seven dimensions in 
our applications, the perceptual experiment will be conducted to 
annotate values for facial expressions in terms of the semantic 
dimensions, using a 5-point Likert scale, as shown in Table 2.  

Table 1. Definition of dimensions of modality semantics  
# Dimension Definition 
1 Confidence Belief towards events/situations 
2 Strength Influence on environment and people 
3 Activation Physical activity and mental alertness 
4 Dominance Status in inter-personal communication 
5 Nervousness Control of one’s own emotional state/behavior
6 Pleasure Positive/negative quality of emotional state 
7 Attention Interests in environment/events/people 

 

Table 2. Annotation scales of modality semantic parameters (SP) 
Score Description 

1 Obviously showing the positive state described by the semantic 
dimension 

0.5 Generally showing the positive state described by the semantic 
dimension 

0 Showing nothing that is related to the semantic dimension 

-0.5 Generally showing the negative state described by the semantic 
dimension 

-1 Obviously showing the negative state described by the semantic 
dimension 

The dimensional approach is suitable for the description of 
modality, because of 1) the multi-dimensional property of 
modality; 2) the vagueness of modality; 3) the diversified 
expression of modality. Firstly, modality is a complex semantic 
category, which contains multiple dimensions. Secondly, the 
definitions of modality concepts are not absolutely determined. 
For example, unlike the concept of “gender” (“male” and 
“female”) which has clear distinctions, there is no clear line 
between the modality concept of “good” and “bad”. The modality 
concepts may be more suitably described by continuous 
dimensions. Thirdly, the modality can be expressed through 
various channels (e.g. text, images, speech, facial expressions, 
gestures, etc.). Different channels have their own characteristics, 
which lead to the diversified properties in cognition and 
expression. Different set of modality dimensions can meet the 
application needs in different scenarios. By dimensional 
description of modality, we aim to provide a quantitative model 
to achieve semantic computation. 

It should be noted that, the above modality dimensions are 
designed for the facial expressions, which provides an instrument 
for semantic analysis and computation. However, these 
dimensions do not cover all the possible dimensions for modality. 
Based on the dimensional approach, different studies can define 
their own dimensions according to the specific research needs. 

B. Parameterization of Facial Expressions 
For parameterized analysis of facial expressions, the MPEG-4 

facial animation parameters (FAPs) are adopted. However, since 
the FAPs focus on the control of a single facial point for face 



model animation (e.g. raise the midpoint of the bottom outer lip), 
rather than the description of motion patterns of facial organs (e.g. 
a smiling mouth), it is complicated and not intuitive to define 
every FAP for a facial expression. Besides, previous studies have 
proved that strong correlation exists between FAPs within the 
same facial organs. For example, such correlation in FAPs was 
utilized for the coding of real time facial animation [15]. Inspired 
by [15], we define KFAP to describe the common motion 
patterns of eyebrow, eye and mouth regions. 

We first define Motion Pattern (MP) as a subset of FAPs in 
the MPEG-4 standard. FAPs in one MP would be related to a 
certain motion of a facial organ, such as raise eyebrows, open 
eyes, etc. There are 9 MPs defined to represent the facial motions 
which contribute greatly in facial expressions. The definition of 
each MP is shown in Table 3. For example, MP(2)={FAP37, FAP38} 
represent the motion pattern of squeeze eyebrows, and MP(2)

1 is 
FAP37. The MPs defined here are all mutually disjoint. 

Table 3. Definition of motion patterns 

# Motion Pattern FAPs in Each Motion Pattern 
(KFAP in the parenthesis) 

1 Raise Eyebrows FAP31, FAP32, (FAP33), FAP34, 
FAP35, FAP36 

2 Squeeze 
Eyebrows (FAP37), FAP38 

3 Open Eyes FAP19, (FAP20), FAP21, FAP22 

4 Look Left/Right (FAP23), FAP24 

5 Look Up/Down (FAP25), FAP26 

6 Open Mouth 
(upper lip) 

(FAP4), FAP8, FAP9, FAP51, FAP55, 
FAP56 

7 Open Mouth 
(bottom lip) 

FAP3, FAP5, FAP10, FAP11, (FAP52), 
FAP57, FAP58 

8 Bend Mouth (FAP12), FAP13, FAP59, FAP60 

9 Stretch Mouth (FAP6), FAP7, FAP53, FAP54 

A KFAP is the FAP selected from a MP as the one having the 
strongest correlation with the other FAPs in this MP. The KFAP 
is a representative FAP in a MP, and the values of the other FAPs 
in the MP can be derived from the value of the corresponding 
KFAP (Eq.5-Eq.6). In this way, a certain facial expression can be 
represented by a 9-dimension vector KFAP which consists of the 
value of these 9 KFAPs. 

The KFAPs are selected with the following process: 

For MPi: firstly, we calculate the correlation matrix Ri for the 
FAPs in MPi. 
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row with the largest sum is selected, and the FAP corresponding 
to this row ( ( )
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i
keyMP ) is selected as KFAP for MPi. The FAPs with 

parenthesis in Table 3 are the selected KFAPs for each MP. Thus, 
the KFAP is: 
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For other FAPs in a MP, their values could be interpolated by 
the value of KFAP, as shown in Eq.5. The interpolation 
coefficient α is a statistic value, which is estimated by Eq.6. 
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For facial expression synthesis, each KFAP is mapped into a 
MP by pre-trained values of the interpolation coefficient for 
FAPs (α(i)

1, α(i)
2, … , α(i)

Mi).  

In contrast to the FAPs which directly control the movements 
of facial points, the MP, which can be represented by KFAP, 
describes the motion patterns of specific facial organs. It reduces 
the complexity of FAP manipulation by utilizing the correlation 
between FAPs, and captures the common expressive facial 
movements. By using the KFAP, we can model various and even 
personalized facial expressions, which is useful for both facial 
expression synthesis and recognition. The different values of 
KFAP correspond to the continuous change of motion patterns. 
Fig.2 illustrates the motion pattern of mouth bent. 

Fig.2. Motion patterns of be bending of lip corners, which could be 
represented by the value of KFAP8 . FAP12 is selected as KFAP8, as 
shown in Table 3. 

IV. MODELING THE CORRELATION BETWEEN MODALITY 
SEMANTICS AND FACIAL EXPRESSIONS 

A.   Correlation Analysis of SP and KFAP 
In order to reveal the correlation between SP and KFAP, we 

choose the public Cohn-Kanade facial expression dataset1 [17]. 
                                                           
1  http://vasc.ri.cmu.edu/idb/html/face/facial_expression/index.html. 



486 facial expression images are randomly selected from Cohn-
Kanade dataset as our analysis samples. The selected samples are 
manually annotated with SP and KFAP values. We first use the 
Pearson’s correlation coefficient to investigate the correlation 
within dimensions of SP and KFAP respectively. First, 
correlation matrices between the dimensions of SP and between 
the dimensions of KFAP are calculated based on the above 
annotated samples. The correlation matrix of dimensions of SP is 
shown in Fig.3(a). The average correlation coefficient between 
different dimensions is 0.364. The correlation matrix of 
dimensions of KFAP is shown in Fig.3(b). The average 
correlation coefficient between different dimensions is 0.156. 
From these results, we can figure out that there is low correlation 
between dimensions within SP and KFAP, indicating that there 
is little overlap or confusion occurs in their own dimensions. It 
also indicates that KFAP has weaker correlation than SP (Seen 
in Fig.3). The reason is that KFAP describe the motion patterns 
of different facial organs which can move independently, while 
the semantic parameters SP delivered by facial expressions are 
always complex and mixed. 

 
(a) 

 
(b) 

Fig.3. (a) SP correlation matrix. (b) KFAP correlation matrix. (circle area 
= correlation value, hollow circle indicates negative correlation). 

Fig.4 shows the correlation of motion patterns with each of 
the semantic dimensions. To further investigate the correlation 
between semantic parameters and motion patterns, the Canonical 
Correlation Analysis (CCA) is adopted to describe the correlation 
between SP and KFAP. CCA is a method to measure the 
interrelationship between data with multiple variables. The basic 
idea is to find a space that both dataset can be mapped into, in 
which their correlation coefficient can be maximized. It is 
effective in discovering the underlying relationship between two 
sets of variables. The CCA coefficient calculated this way 
between SP and KFAP is 0.864. This result indicates the SP and 
KFAP are strongly correlated. 

 
Fig.4. Correlation between semantic parameters and motion patterns. 

The above analysis leads to two conclusions: 1) the definitions 
for both SP and KFAP are reasonable, due to the low correlation 

between their own dimensions; 2) there exists strong correlation 
between modality semantics and facial expressions, indicating 
the feasibility to model the relationship between SP and KFAP. 
Based on these observations, we propose a novel parametric 
mapping model between modality semantics and facial 
expressions. The main idea is that, with SP as high-level 
semantic descriptor, KFAP applied to low-level expression 
animation, we build the SP–KFAP mapping model. 

B.   Normalization of KFAP 
Actual ranges of motion patterns for different persons are 

different, but the relative ranges of motion patterns are similar. 
For example, the KFAP for bend mouth (MP(8)) is maximized 
when laughing, but the values of KFAP8 for different persons 
laughing are quite different. So we normalize the value of each 
dimension of KFAP to [-1, +1] by Eq.7 and Eq.8, and the 
normalized version of KFAP is used in the mapping models. 
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where Fi
+, Fi

− are statistic/empirical values, which define the 
biggest ranges of KFAPi in the positive and negative direction 
respectively. In our work, the values of Fi

+, Fi
− are trained in the 

Cohn-Kanade dataset. Original values of KFAP can also be 
retrieved from normalized values with the same Fi

+
 and Fi

− using 
a reverse process. 

C.   Learning the Mapping between SP and KFAP 
As the linear correlation coefficient between SP and KFAP is 

very strong in CCA analysis, a linear model is first used to 
simulate the relation between SP and KAFP. Then, a more 
complex non-linear model is tested. For the linear model, the 
affine minimum mean square error estimator (AMMSE) is 
selected, and for the non-linear model, the artificial neural 
network (ANN) is used. 

1.  Linear Model  
The AMMSE is adopted to obtain the linear mapping from SP 

to KFAP, as shown in Eq.9. 

1( )ps s s p
−= − +KFAP K K SP U U  (9)

where the Ks and Us are the covariance matrix and mean vector 
of SP. The Kps is the cross-covariance matrix between KFAP 
and SP, and Up is the mean vector of KFAP. 

On the other hand, the mapping from KFAP to SP can be 
constructed using a similar process: 

1( )T
ps p p s

−= − +SP K K KFAP U U  (10)

where Kp is the covariance matrix of KFAP, and KT
ps is the 

cross-covariance matrix between SP and KFAP, which is the 
transpose of Kps. 



The advantages of linear mapping are the flexibility and low-
complexity in model design and training. Also it can avoid the 
over-fitting phenomena. However, the correlation between SP 
and KFAP may be more complicated than linear relation. So the 
non-linear model is further considered. 

2.  Non-l inear  Model  
ANN is adopted to train the non-linear mapping between SP 

and KFAP. The feed-forward network composed of one non-
linear hidden layer and one linear output layer is designed and 
illustrated in Fig.5. The neurons in the hidden layer use the 
transig(·) function as the transfer function, and the linear 
function is used for the output layer. The number of neurons in 
the hidden layer is experimentally determined.  

Input layer Hidden layer Output layer 
Fig.5. Mapping model between SP and KFAP. 

When the input layer is SP and output layer is KFAP, the 
number of neurons in the hidden layer is H, the non-linear 
mapping from SP to KFAP can be formulated by Eq.11 - Eq.15. 
WIn and bIn  are the weight matrix and bias vector on the input 
layer, and the WOut and bOut are the weight and bias factor on the 
output layer. The Levenberg-Marquardt Optimization algorithm 
is utilized to minimize the mean square error between the 
estimation and real values of KFAP. 
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where ks represents the number of SP dimensions, which is 7 in 
our model. kp is the number of KFAP dimensions, which is 9 in 
our model. The number of neurons in the hidden layer H is 
experimentally determined. 

Similarly, when the input layer is KFAP and output layer is 
SP, the mapping can be described as: 

[tansig( ) ]= + +Out' In' In' Out'SP W W KFAP b b  (16)

where WIn' and bIn' are the weight matrix (H' by kp) and bias 
vector (H' by 1) on the input layer, and the WOut' and bOut' are 
the weight matrix (ks by H') and bias factor (ks by 1) on the 
output layer. H' is number of neutron in the hidden layer, 
which is also experimentally determined, and possibly 
different from H. 

V. MODEL APPLICATIONS 

In order to demonstrate the effectiveness of our proposed 
model, we apply the mapping model to two different applications. 

A.   Application 1: Facial Expression Synthesis based on 
Modality Semantics 

The SP to KFAP mapping model is applied in this 
application. The facial expression synthesis can be integrated into 
the text to visual speech synthesis (TTVS) system [4][12], which 
makes the synthetic facial expressions match the semantics 
implicated by the input text. For each input text, the SP is first 
annotated based on its meaning and the context. Then the 
annotated SP is taken as the input to the SP to KFAP mapping 
model, and the estimated KFAP is obtained. To animate the 
facial expressions, we need to calculate all the FAPs in Table 3 
depending on the estimated value of KFAP according to Eq.5 
and Eq.6. 

B.   Application 2: Modality Semantics Detection from Facial 
Images 

For a new input facial image, FAPs are first detected 
automatically using a face alignment algorithm [18]. The 
KFAP is constructed from FAP values directly according to 
Eq.4. Finally, the SP is estimated by KFAP to SP mapping 
model. This approach enables us to obtain the modality 
semantics from facial images, which has many potential 
applications, such as facial expression understanding, 
semantic-based facial image retrieval and automatic video 
surveillance. 

VI. EXPERIMENTS AND DISCUSSIONS 

In this section, we first verify the reasonability of the semantic 
parameters (SP) for parameterization of modality semantics. 
Then we evaluate the effectiveness of the proposed mapping 
models and their applications by both objective and subjective 
experiments. 

A.   Validation on the Parameterization of Modality Semantics 
The proposed modality dimensions are validated on a Chinese 

modality lexical corpus, in which the words can be grouped into 
synonym groups. An automatic clustering algorithm is applied on 
the corpus using SP as features, and the results are compared 
with original synonym groups. The consistency between the 
clustering results and synonym groups would verify the 
rationality of the dimensions. 

We select commonly used psychological adjectives, mental 
verbs and modality adverbs [19][20] to form the corpus. 692 



Table 4. Confusion matrix between clusters and synonym groups 

 
Clusters 

Coherence Percentages Percenti,j (%) Corresponding
synonym 
Groups 

Sad Tolerant Alert Angry Disgust Surprise Fear Believe Happy 
G1 G2 G3 G4 G5 G6 G7 G8 G9 

C 1 100.0 — — — — — — — — G 1 
C 2 — 59.1 — 4.5 — 13.6 22.7 — — G 2 
C 3 — — 64.3 — — 28.6 — — 7.1 G 3 
C 4 — — — 96.2 3.8 — — — — G 4 
C 5 10.7 — — 7.1 78.6 — — — 3.6 G 5 
C 6 — — 23.5 — — 70.6 — — 5.9 G 6 
C 7 19.2 34.6 — 3.8 — — 42.3 — — G 7 
C 8 — — — — — — — 84.2 15.8 G 8 
C 9 — — — — — — — — 100.0 G 9 

 
words are selected in total. For each word, we collect 1) the 
explanation of its basic sememe which has a modality related 
meaning; 2) the sample sentence using this word. For example, a 
modality word in corpus “Romantic”, its explanation is “Poetic 
and full of fantasy”, and its sample sentence is “We create a 
romantic atmosphere”. According to [20], these words are 
manually divided into 9 synonym groups, while each synonym 
group contains words with similar meanings. Then each word in 
the Chinese modality lexical corpus is annotated with SP by 5 
annotators, according to the explanation of its sememe and 
sample sentence. Annotation is done with the 5-point Likert scale 
shown in Table 2. Each annotator is provided with a random 
subset of the corpus. For each modality word, we ensure it is 
annotated 2 times at least. It should be noted that all the 
annotators are researchers who are familiar with Chinese 
modality semantics, and well-trained in perceptual annotations. 
For each modality word, if there is an obvious difference among 
the annotators, they will discuss the case and re-annotate it. The 
mean score of the annotations are taken as the SP for a modality 
word. In this way we can obtain SP annotations which are 
consistent with common human perception. 

For validation on the reasonability of the seven modality 
dimensions, we first adopt the K-means clustering algorithm to 
get the clusters of modality words in our corpus, using SP as 
clustering features. Then the cluster results are compared with 
the original synonym groups. Since we have 9 synonym groups 
in corpus, the number of clusters is preset to be 9. The 
consistence of the clustering results and the original synonym 
groups would reflect the rationality of the dimensions. 

The 9 cluster results are labeled as C1, C2,…, C9,, while the 
synonym groups are labeled as G1, G2, …, G9. The confusion matrix 
of the clustering results and synonym groups are illustrated in 
Table 4, which shows that most clusters nearly correspond to one 
synonym group. The coherence percentage Percenti,j of cluster Ci 
and synonym group Gj is defined as Eq.17. 

, 100%, , {1,...,9}i j
i j

i

C G
Percent i j

C
∩

= × ∈    (17)

where •  means the number of elements in the set. 

These results indicate that the clusters are mostly coherent 
with the traditional classification of word semantics (i.e. the 
synonym groups). Therefore, seven modality dimensions defined 
by us are validated as rational in describing modality information. 
The result also reveals the effectiveness of the dimensions in 
describing and distinguishing the modality of words. 

B.  Dataset and Annotation 
Facial Image Dataset: We conduct experiments on the public 

Cohn-Kanade facial expression dataset. The dataset contains a 
series of facial expression images of 97 college students, 
displaying 23 kinds of facial movements. Each image sequence 
corresponds to a continuous facial movement from neutral state 
to an extreme state of a kind of facial expression, as shown in 
Fig.6(a). We randomly select facial expression images with the 
extreme state from Cohn-Kanade dataset. In total, 486 facial 
expression images are selected as our experimental dataset. 

FAP Annotation: The manual annotation of Facial Fiducal 
Points on the Cohn-Kanade datasets provided by LAIV 
laboratory are adopted [21], as shown in Fig.6(b). 

 
(a)  (b) 

Fig.6. (a) Facial expression images. (b) Facial point annotation. 

SP Annotation: Five annotators (2 females and 3 males) are 
invited to watch the images of facial expressions. Then 
annotators are asked to rate each facial expression on SP using 
the 5-point Likert scale shown in Table 2. It should be noted that 
all the annotators are researchers who are familiar with facial 
expression processing, and well-trained in perceptual annotations. 
If there is a large difference among the annotators, they will 
discuss the case and re-annotate it. In this way we can obtain 
annotations which are consistent with common human perception. 
The standard deviation of the 5 annotations on an image ranges 



from 0.20 to 0.34 on different semantic dimensions. The Pearson 
correlation coefficients between each pair of annotators' 
annotations show that there is no significant differences between 
the annotators (r=0.46, p<0.001), and thus the mean score of the 
5 annotations are taken as the SP of each facial expression image. 

C.  Experimental Setup 
Three experiments have been conducted to evaluate the 

effectiveness of the proposed method and its applications. The 
first two experiments are designed for facial expression synthesis 
(Application 1). The third experiment is designed for modality 
semantic detection from facial images (Application 2). 

Experiment 1 is an objective experiment designed for 
evaluating the SP to KFAP mapping model and its application to 
facial expression synthesis. The annotated SP are used as input. 
And the output KFAP and the interpolated FAPs are compared 
with the annotated FAPs to calculate the predicting accuracy.  

Experiment 2 is a subjective experiment designed for the 
application of text-driven facial expression synthesis. We used 80 
pieces of text. Each one presents a specific situation. For each 
piece of text, the SP is annotated based on its meaning and the 
context, by the five annotators introduced in subsection 6.2.1 
who also annotated the SP for facial expression. The KFAP is 
estimated according to the input SP. Then FAPs are interpolated 
and used to animate the 3D talking avatar to perform the 
corresponding facial expressions. The 3D talking avatar is 
introduced by our previous work [4][12]. 

In order to further prove the effectiveness and necessity of 
using SP for facial expression synthesis, we compare the 
proposed method with traditional facial expression synthesis 
method based on six emotion categories (Fear, Surprise, Sad, 
Angry, Disgust and Happy). The 80 pieces of text using in this 
experiment are also labeled with one of the six emotion 
categories by the five annotators. Then FAPs corresponding to 
the emotion labels are used to synthesize facial expressions. 

15 college students (6 females and 9 males) are invited as 
evaluators in this subjective experiment. The invited evaluators 
are asked to give Mean Opinion Scores (MOS) according the 
agreement of the situation described by the texts and the 
synthetic facial expressions. The synthetic facial expression may 
be generated based on either modality semantics or emotional 
labels. And then we compare the scores for our approach and the 
emotional label approach. 

Experiment 3 is an objective test designed for evaluating the 
KFAP to SP model which is used in the application of modality 
semantics detection. The annotated FAPs are used as input. And 
the output SP is compared with the annotated SP to calculate the 
detection accuracy. 

For the two objective evaluations, Experiment 1 and 
Experiment 3, the whole 486 images are randomly divided into 5 
subsets with almost the same number of samples in each subset. 
K-fold cross validation method is adopted using 4 of the subsets 
for training and one for testing each time. The mean square error 
(MSE) between estimated values and real values (annotation) are 
taken as the measurement, as defined in Eq.18 and Eq.19. 

2

1

1 ( )
N

i i

i

y fMSE
N y=

−
=

Δ∑   (18)

max( ) min( ), 1,...i iy y y i NΔ = − =  (19)

where yi is the real value, fi is the estimating value, and Δy is the 
range of real values. Smaller MSE indicates better estimating 
accuracy. N is the number of samples. 

D.  Results and Discussions 
Experiment 1: We compared the prediction accuracy of SP 

to KFAP models trained by AMMSE and ANN respectively. The 
evaluation results are shown in Table 5. The predicting accuracy 
of translating KFAP to FAPs is also presented, using the 
annotated values as input. 

Table 5. Evaluation results of Application 1 

KFAP 
MSE 

SP→KFAP 
(AMMSE) (x10-2) 

SP→KFAP
(ANN) (x10-2)

KFAP→FAP
(x10-2) 

Raise Eyebrow 2.01 1.90 0.57 
Squeeze 
Eyebrow 3.75 3.38 0.21 

Open Eye 3.61 3.39 0.28 
Look Left/Right 2.68 2.55 0.19 
Look Up/Down 4.28 4.13 0.49 

Mouth Open
(upper lip) 1.04 0.94 0.08 

Mouth Open
 (bottom lip) 1.95 1.53 0.07 

Mouth Bent 1.44 1.23 0.10 
Mouth Stretch 2.80 2.49 0.09 

The second and third columns compare the predicting 
accuracy (the average MSE) between AMMSE and ANN. We 
can find that both AMMSE and ANN can achieve a high 
predicting accuracy. But ANN obtains a higher predicting 
accuracy than AMMSE for all KFAPs, especially for Bottom Lip 
and Mouth Stretch witch are very important to express the degree 
of modality semantics. The number of hidden units in ANN is 
experimentally determined as H=7, which obtains the best 
predicting accuracy. The fourth column of Table 5 is the average 
MSE of interpolating FAPs by KFAP, proving the validity of 
predicating FAPs by KFAP with linear interpolation. 

Experiment 2：In this experiment, the SP to KFAP mapping 
model trained by AMMSE and ANN respectively are used to 
map SP to KFAP, and then translated to FAPs. Based on the 
MPEG-4 animation framework, the FAPs are used to directly 
control the 3D facial models to perform the synthetic facial 
expressions. The (a) and (b) shown in Fig.7 are synthesized by 
AMMSE and ANN respectively. The synthetic facial expressions 
driven by the emotion labels (i.e. the six emotion categories) are 
shown in (c). Sample texts with both emotion label and SP are 
shown in Table 6 and Table 7 respectively.  

Table 6. Sample text with emotion label 

Sample Text Emotion 
label 

“You are lying on the bed watching your favorite 
TV program ” Happy 



Table 7. SP annotation of sample text 
# Dimension Value 
1 Confidence 0 
2 Strength -0.5 
3 Activation -0.5 
4 Dominance 0 
5 Nervousness 0 
6 Pleasure 1 
7 Attention 0.5 

15 college students (6 females and 9 males) are invited to take 
this perceptual evaluation. Each evaluator is required to fully 
understand the situation described by the texts and then watch 
and compare the (a), (b), (c) facial expression images. Each facial 
expression should be scored according to the scale in Table 8 
using a MOS method. The average MOS values are 3.53(a), 
4.01(b) and 3.36(c) respectively. The one-way ANOVA analysis 
shows that there exist significant differences among the three 
groups (F[2,57]=12.3, p<0.005), and multiple comparison test 
shows that the B group has a significantly higher MOS than the 
other two groups. This proves the validity and effectiveness of 
the proposed SP to KFAP model trained by non-linear ANN. 
The results also indicate that the synthetic facial expressions 
based on SP can accurately convey the semantic information 
from the input texts. As shown in Fig.7, using SP as the input, we 
can characterize more details of facial expressions, and 
synthesize richer expressions than using emotion categories. 

  
(a) 

(b) (c) 

Fig.7. Samples of synthetic facial expressions:  
(a)AMMSE model (b) ANN model (c) Emotion label. 

 
Table 8. The definition of MOS scale 

Score Definition 
5 Facial expression fully conveys semantics 
4 Facial expression properly conveys semantics 
3 Facial expression matches the semantics 
2 Facial expression improperly conveys semantics 
1 Hard to understand meaning of facial expression 

Experiment 3: We build the KFAP to SP mapping model 
with both linear and non-linear methods. The predicting accuracy 
is evaluated by MSE. 

The evaluation results are shown in Table 9. The second 
column illustrates the average MSE using the linear AMMSE 
model. The third column shows the results obtained by non-
linear ANN model. We can find that the ANN obtains much 
higher predicting accuracy than AMMSE in MSE. The number 
of hidden units in ANN is experimentally determined as H'=15, 
which obtains the best predicting accuracy. In order to 

demonstrate the effectiveness of our method, we would like to 
show more synthetic facial expressions on 3D talking avatars in 
figure 8 and figure 9. 

Table 9. MSE of KFAP to SP model tested on experimental dataset 

Semantic Dimension
KFAP→SP 
(AMMSE)  

KFAP→SP
(ANN) 

MSE (x10-2) MSE (x10-2)
Confidence 1.18  1.12  

Strength 2.65  2.14  
Activation 4.14  2.20  
Dominance 2.71  2.68  

Nervousness 2.85  1.84  
Pleasure 3.19  2.02  
Attention 3.24  2.17  

VII. CONCLUSIONS AND DISCUSSIONS 

In this paper, we study the correlation between modality 
semantics and facial expressions in order to describe and quantify 
the rich semantics presented by facial expressions. We define and 
quantify the modality semantics by seven dimensions of semantic 
parameters (SP), which enable modality semantics to be directly 
applied to computation. A set of facial parameters called KFAP 
is used to describe motion patterns of facial organs. The KFAP 
can be used to generate various and even personalized facial 
expressions, with lower computing complexity than using 
MPEG-4 FAP directly. We highlight that there exists a strong 
correlation between SP and KFAP, indicating the feasibility to 
model the correlation between them. Based on this analysis, we 
propose novel mapping models between SP and KFAP, using 
both linear (AMMSE) and non-linear (ANN) methods. We 
further apply the proposed models to two different applications: 
facial expression synthesis based on modality semantics, and 
modality semantics detection from facial expressions. We 
conduct experiment to validate the reasonability of the seven 
modality dimensions. Experimental results on public dataset 
prove the effectiveness of the models and their applications. The 
results also indicate that ANN can significantly improve the 
accuracy in both applications.  

The main contributions of this paper are as follows: 

1) We formally define the problem of correlation detection 
between modality semantics and facial expressions. Our statistic 
analysis verifies the definitions of SP and KFAP, and unveils the 
strong correlation between them. Empirical studies also show 
that SP can describe richer expressions than using basic emotion 
categories, while KFAP can be used to generate natural and vivid 
facial expressions, with lower computing complexity than using 
FAP directly. 

2) We propose a novel mapping model between SP and KFAP. 
The model is trained with two different methods: linear 
regression and artificial neural network (ANN) which is non-
linear. Experimental results indicate that non-linear ANN reflects 
the correlation between SP and KFAP better. 

3) To validate the proposed mapping model, we apply it to 
two applications that motivated our work: facial expression 
synthesis driven by SP, and modality semantics detection from 



facial images. Both objective and subjective experimental results 
on a public dataset show the accuracy and effectiveness of the 
proposed model. 

Future work may include the scalability of the semantic 
dimension definition. Another potential issue is to apply the 
proposed mapping model to other applications (e.g. automatic 
video surveillance) to further validate its effectiveness. 

(a1) 
 

(a2) 
 

(b1) 
 

(b2) 
Fig.8. Synthetic facial expressions on different 3D talking avatars, with input SP (1, -0.5, 0.5, 0, 0, 0.5, 0.5). (a1) female, 

look from the front; (a2) female, look from the side; (b1) male, look from the front; (b2) male, look from the side. 
 

(a1) (a2) (b1) 
 

(b2) 
Fig.9. Synthetic facial expressions on different 3D talking avatars, with input SP (0.5, -0.5, -0.5, -0.5, 0.5, -0.5, -0.5). (a1) 

female, look from the front; (a2) female, look from the side; (b1) male, look from the front; (b2) male, look from the side. 
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