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ABSTRACT 

 
Sequence-to-sequence (seq2seq) learning has greatly improved 

text-to-speech (TTS) synthesis performance, but effective imple-

mentation on resource-restricted devices remains challenging as 

seq2seq models are usually computationally expensive and 

memory intensive. To achieve fast inference speed and small 

model size while maintain high-quality speech, we propose FCL-

taco2, a Fast, Controllable and Lightweight (FCL) TTS model 

based on Tacotron2. FCL-taco2 adopts a novel semi-autoregressive 

(SAR) mode for phoneme level based parallel mel-spectrograms 

generation conditioned on prosody features, leading to faster 

inference speed and higher prosody controllability than Tacotron2. 

Besides, knowledge distillation (KD) is leveraged to compress a 

relatively large FCL-taco2 model to its small version with minor 

loss of speech quality. Experimental results on English (EN) and 

Chinese (CN) datasets show that the small version of FCL-taco2 

achieves comparable performance with Tacotron2 in terms of 

speech quality, while it has a 4.8 smaller footprint with 17.7 and 

18.5 faster inference speeds on average for EN and CN 

experiments respectively. Besides, execution on mobile devices 

shows that the proposed model can achieve faster than real-time 

speech synthesis. Our code and audio samples are released1. 

 
Index Terms— Text-to-speech, controllable and efficient, 

semi-autoregressive, prosody modelling, knowledge distillation  

 

1. INTRODUCTION 

 
As a key component of speech communication technologies, TTS 

has been widely applied in human-computer interaction including 

virtual assistants and chatbots [1]. Complex TTS systems are 

usually deployed in the cloud, as they have high computational 

requirements, and the generated speech is sent to users. However, 

to preserve privacy and reduce latency, it is necessary to move TTS 

models to edge devices, e.g., mobile phones, which require that the 

TTS models have low latencies and small footprints, but still 

maintain a high quality in the generated speech outputs. Current 

state-of-the-art TTS systems based on neural frameworks typically 

include two important parts [2], i.e., an acoustic model that 
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converts the text inputs (e.g., phonemes) to acoustic features (e.g., 

mel-spectrograms), and a vocoder that synthesizes the waveform 

from acoustic features. Previous work mostly focused on the 

optimization of vocoder for edge deployment [3-5], while less 

attention has been paid to the acoustic model [6]. 

To obtain an efficient acoustic model, we propose FCL-taco2 

that is a semi-autoregressive (SAR) version of Tacotron2 [7] with 

explicit prosody modelling. FCL-taco2 improves Tacotron2 in 

three perspectives. First, FCL-taco2 predicts mel-spectrograms in 

SAR mode, i.e., mel-spectrograms are generated in autoregressive 

(AR) mode for individual phoneme and non-autoregressive (NAR) 

mode for different phonemes. On one hand, AR mode within each 

phoneme is beneficial for the model to utilize previous speech 

information for stable and accurate mel-spectrograms generation. 

One the other hand, NAR mode enables the parallel generation at 

the phoneme level, which greatly accelerates inference speed. 

Second, a prosody injector is proposed to infer phoneme duration, 

pitch and energy features as inputs of FCL-taco2 to achieve 

flexible prosody control. Third, knowledge distillation (KD) [8] is 

exploited to transfer the knowledge from a teacher FCL-taco2 to 

the student model with smaller size. In this way, inference speed is 

further accelerated, while high-quality speech is maintained. 

The main contributions of this paper are: (1) The proposed 

novel SAR approach can achieve good balance between generated 

speech quality and inference speed; (2) The incorporation of 

duration, pitch and energy modelling brings more flexible prosody 

control than Tacotron2; (3) Three effective KD strategies are 

proposed for model compression with minor loss of speech quality.  

 

2. RELATED WORK 

 
Advances in deep learning have enabled TTS to achieve 

remarkable progress via sequence-to-sequence (seq2seq) acoustic 

models [7, 9-11], where the attention mechanism is used to align 

the text and speech automatically to achieve satisfactory synthesis 

results. However, due to the AR generation mode, the seq2seq 

based models suffer from slow inference speed, which limits their 

applications in real-time services. On the contrary, NAR models 

[12-21] achieve extremely fast inference speed, where a length 

regulator is used to replace the attention module in AR models to 

predict phoneme durations and expand the phoneme embeddings 

for parallel generation. Nonetheless, to achieve comparable speech 

quality with AR counterparts, NAR models usually require much 

more parameters [14], which may not be supported by edge 

https://github.com/wendison/FCL-taco2
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Fig. 1. Block diagram of the proposed FCL-taco2, where the 

decoder generates mel-spectrograms in AR mode within each 

phoneme and is shared for all phonemes.  

devices with limited storage. To tackle this problem, [21] proposed 

a lightweight NAR model based on the convolutional network and 

adopts the same training scheme as FastSpeech, which suffers from 

inaccurate duration extraction and spectral information loss. 

FastSpeech2 [13] alleviates these issues by using forced alignment 

[22] based accurate phoneme durations and pitch/energy features 

as conditions to bridge the gap between the text and speech. This 

work also utilizes a similar component, i.e., prosody injector, to 

achieve this goal. [23] proposed a phrase-based parallel Tacotron2, 

which requires a complicated text processor to obtain phrases. In 

contrast, the proposed FCL-taco2 requires no syntactic analysis 

and achieves a much faster inference speed, as generation runs at 

the level of the phoneme, a much smaller unit than the phrase.  

 

2. TACOTRON2 

 
Since FCL-taco2 is based on the architecture of Tacotron2, we first 

present an overview of Tacotron2. Tacotron2 contains an encoder 

and a decoder with location-sensitive attention [24]. The encoder 

consists of an embedding layer, a stack of three convolutional 

(Conv) layers [25] and a bi-directional LSTM (BLSTM) layer [26]. 

The decoder contains two-layer Pre-net, two uni-directional LSTM 

layers, two fully connected (FC) layers for mel-spectrograms and a 

stop token prediction. In addition, a Post-net with 5 Conv layers is 

used for mel-spectrograms refinement. During inference, the 

phoneme sequence is first converted by the encoder into robust 

hidden representations, which are then consumed by the decoder to 

predict mel-spectrograms frame by frame in AR mode, which leads 

to slow inference speed. 

 

3. PROPOSED METHOD 

 
In this section, we first elaborate on the architecture of the 

proposed FCL-taco2, then present a two-stage learning scheme for 

obtaining a smaller and faster version of the teacher FCL-taco2 

that has a similar footprint as Tacotron2. 

 
3.1. Model architecture 

 
As shown in Fig. 1, FCL-taco2 includes three key components: the 

encoder, prosody injector and decoder.  

The encoder of FCL-taco2 has a structure similar to that of 

Tacotron2. It takes in the phoneme sequence X={xn}1≤n≤N with 

length N to produce a sequence of hidden representations: 

 ( )Encoder=H X  (1) 

H={hn}1≤n≤N contains rich context information of phonemes in the 

given text and is beneficial for inferring prosody features. 

The prosody injector contains three prosody predictors, i.e., 

duration, pitch and energy predictors. They all have the same 

structure (2 Conv + 1 FC Layer) and take H as inputs to predict 

phoneme-level durations D={dn}1≤n≤N, pitch values (described by 

fundamental frequency F0) F={fn}1≤n≤N and energy values 

E={en}1≤n≤N as: 

 ( )Duration-Predictor=D H  (2) 

 ( )Pitch-Predictor=F H  (3) 

 ( )Energy-Predictor=E H  (4) 

Then F0 and energy values are projected to match the dimension of 

H and injected into H as follows: 

 ( ) ( )= Pitch-Embed Energy-Embed+ +G H F E  (5) 

The decoder takes G={gn}1≤n≤N to generate mel-spectrograms 

in SAR mode. Specifically, the mel-spectrograms Yn={yn,m}1≤m≤dn 

corresponding to nth phoneme are generated in AR mode: 

 ( ), , , 1Decoder , ,  n m n n m n mp −=y g y  (6) 

i.e., the mth frame of Yn is conditioned on gn, pn,m and the previous 

frame yn,m-1, where pn,m is a value (0~1) that denotes the relative 

position of every frame inside each phoneme and is appended to gn, 

which facilitates the robust generation. The generation length of Yn 

is determined by the predicted duration dn of nth phoneme. We note 

that the decoder is shared for all phonemes, as a result, the mel-

spectrograms of different phonemes can be generated in parallel, 

which greatly speeds up the generation. The mel-spectrograms of 

different phonemes are concatenated as Y={Yn}1≤n≤N, which can 

be further refined by Post-net to obtain the final output mel-

spectrograms Z as: 

 ( )Post-net= +Z Y Y  (7) 

 
3.2. Two-stage learning 

 
The two-stage learning scheme includes: (1) First training a teacher 

FCL-taco2 (FCL-taco2-T) of similar size as Tacotron2; and then (2) 

KD is performed to compress FCL-taco2-T to obtain the student 

model with significantly fewer parameters.  

 

3.2.1. FCL-taco2-T training 

FCL-taco2-T has the identical encoder, decoder and Post-net 

design as Tacotron2 without the attention module and stop token 

prediction. During training, the prosody predictors are jointly 

trained with the remaining modules of FCL-tcao2-T. Therefore, the 

total loss for training the FCL-taco2-T is: 

 1 2 3 4

GT GT GT GT GT

m d f eL L L L L   = + + +  (8) 

where L
GT 

m  is a combination of L1- and L2-norm between the 

ground-truth (GT) and predicted mel-spectrogram, L
GT 

d , L
GT 

f  and L
GT 

e  

are L2-norms between the GT and predicted values for duration, F0 

and energy, respectively. j (1≤j≤4) are constant weights that are 

all set to 1 empirically. The GT phoneme durations are extracted 



from pairs of text and speech by Montreal Forced Aligner (MFA) 

[22]. F0 and energy are also phoneme-level values that are 

averaged over each phoneme using the extracted durations. 

 

3.2.2. Knowledge distillation 

KD was proposed in the teacher-student framework [22] that aims 

to transfer the knowledge from a large teacher model to a small 

student model imitating the behaviors of the teacher. As FCL-

taco2-T is still relatively large, KD can be used to compress it to 

remove the redundancy and fit into edge devices. In this paper, the 

student FCL-taco2 (FCL-taco2-S) has the same number of layers 

as the teacher, but each layer has a smaller size. To maintain high-

quality speech, we propose three effective distillation strategies, 

i.e., mel-spectrogram distillation (MSD), hidden representation 

distillation (HRD) and prosody distillation (PD). 

Mel-spectrogram distillation: MSD is the sequence-level 

KD [12] that forces the student to learn to output the similar mel-

spectrograms as those generated by the teacher. Therefore, the 

MSD loss LMSD is the difference (i.e., L1- and L2-norm) between 

the predicted mel-spectrograms of the teacher and student. 

Hidden representation distillation: HRD aims to distill the 

hidden representations of the teacher to the student, which has 

been proved to be effective in image and natural language 

processing tasks [27, 28]. In the proposed FCL-taco2 model, the 

hidden representations include the layers’ outputs of the encoder 

(i.e., Embedding layer, Conv layers and hidden states of BLSTM 

layer), decoder (i.e., FC layers in Pre-net and hidden states of 

LSTM) and Post-net layers, then HRD loss is defined as: 

 
2

i i i

HRD S Ti I
L


= − K W K  (9) 

where || ∙ ||2 is L2-norm, I is the set containing the indices of hidden 

representations, K
i 

S ∈ℝlp and K
i 

T∈ℝlq are the ith hidden repre-

sentations of student and teacher respectively, p and q denote the 

layer dimension and p≤q, Wi∈ℝpq is a learnable matrix to project 

the hidden layer of student to match the dimension of teacher.  

Prosody distillation: PD is adopted to distill the prosody 

predictions and embeddings of the teacher to the student, and the 

PD loss is defined as: 

 
2 2

ST ST ST f f f e e e

PD d f e S T S TL L L L= + + + − + −K W K K W K  (10) 

where L
ST 

d , L
ST 

f  and L
ST 

e are the L2-norms between the predicted 

values of student and teacher for duration, F0 and energy, 

respectively. K f 

*  and K e 

*  are the F0 and energy embeddings of 

student or teacher, Wf and We are learnable projection matrices. 

During the training of student model, both GT acoustic 

features and knowledge distilled from the teacher are used to guide 

the student learning. Therefore, the training loss is: 

 
1 2 3 4+GT

student MSD HRD PDL L L L L   = + +  (11) 

where j (1≤j≤4) are all set to 1 in our experiments. 

 

4. EXPERIMENTS AND ANALYSIS 
 

4.1. Experimental settings 
 

To verify the effectiveness of proposed methods, we conduct 

experiments on English (EN) and Chinese (CN) datasets. The EN 

dataset is the publicly available LJSpeech [29] with around 24 

hours of a single female speech recorded at 22.05kHz. The CN 

dataset is internal with a child voice recorded for 15 hours at 

16kHz. Each dataset is randomly split into training (95%), 

validation (5%) and testing (5%) data. The text is converted by 

MFA tool [22] into phoneme and pinyin sequences with tones, 

which are adopted as the inputs of TTS models for EN and CN 

experiments, respectively. The target mel-spectrogram is set to 80-

band and calculated with FFT size of 1024 and hop length of 256. 

All acoustic models are trained by Espnet toolkit [30], and 

four acoustic models are compared, i.e., Tacotron2, FCL-taco2-T, 

FCL-taco2-S and FastSpeech2, hyperparameters of the former 

three models are listed in Table 1. FastSpeech2 is an improved 

version of FastSpeech, and it follows architecture settings of 

Espnet scripts. Compared with Tacotron2, FCL-taco2-T removes 

the attention module and has additional prosody predictors plus 

Pitch/Energy-Embed layers. We adopt Parallel WaveGAN (PWG) 

[31] as the vocoder to synthesize the waveform from the predicted 

mel-spectrograms.  

Tacotron2, FCL-taco2-T and FCL-taco2-S are trained by 

Adam optimizer [32] with batch size of 32 and learning rate of 10-3 

for 200, 100 and 100 epochs, respectively. FastSpeech2 is trained 

for 200 epochs with default settings of Espnet. To measure the 

speech quality of different models, two objective metrics, i.e., Mel 

Cepstral Distortion (MCD) and Root Mean Square Error of F0 (F0-

RMSE), are adopted and calculated for all samples in the testing 

data. Besides, we randomly select 20 samples from the testing data 

for Mean Opinion Score (MOS) rating of speech naturalness, MOS 

is 5-scale (1-bad, 2-poor, 3-fair, 4-good, 5-excellent) and given by 

15 listeners who are proficient in both English and Chinese.  
 

4.2. Experimental results and analysis 
 

4.2.1. Speech quality comparisons 

Results of speech quality comparison are shown in Table 2. The 

evaluation of GT speech and the speech synthesized from GT mel-

spectrograms, i.e., GT (Mel+PWG), are also presented, where the 

latter can be treated as the upper bound of voice quality of different 

TTS models. We can observe that for both EN and CN 

experiments, the proposed FCL-taco2-T and FCL-taco2-S achieve 

lower MCD and F0-RMSE than Tacotron2, indicating that 

providing pitch and energy as inputs facilitates more accurate 

spectral features prediction. Besides, MOS results show that FCL-

taco2-T also improves Tacotron2 and achieves similar performance 

to FastSpeech2. Also, FCL-taco2-S still preserves high-quality 

speech with minor performance degradation compared with its 

teacher and is comparable to Tacotron2, which shows the 

superiority of proposed methods to generate high-quality speech.  

 

4.2.2. Impact of proposed knowledge distillation strategies 

An ablation study is conducted to analyze the impact of different 

KD strategies, the results are illustrated in Table 3 and show that 

Table 1. Hyperparameters of the TTS models, where a single value 

refers to the dimension of the hidden layer, ab means a layers 

with b units per layer, (a, c, d) means a 1-D convolutional layers 

with c filters and d kernel size per layer.  

Models Tacotron2 FCL-taco2-T FCL-taco2-S 

Encoder 

Embed 512 512 256 

Conv (3,512,5) (3,512,5) (3,256,5) 

BLSTM 1512 1512 1256 

Decoder 

Attention 128 / / 

Pre-net 2256 2256 2256 

LSTM 21024 21024 2256 

Post-net (5,512,5) (5,512,5) (5,128,5) 

Prosody predictor / (2,384,3)+384 (2,384,3)+384 

Pitch/Energy-Embed / (1,512,9) (1,256,9) 

 



all KD strategies facilitate the learning of FCL-taco2-S to reduce 

MCD and F0-RMSE. MOS results show that the lack of one or two 

KD strategies causes noticeable quality degradation, and perfor-

mance drops significantly when no KD is adopted, which verifies 

the effectiveness of the proposed KD strategies for transferring the 

knowledge from teacher to student to maintain high-quality speech. 
 

4.2.3 Model size and inference speed comparisons 

Table 4 gives model size and inference speed comparisons on a 

single-CPU (Intel(R) Xeon(R) Gold 6148 @ 2.4GHz) server for 

different TTS acoustic models. With the proposed KD strategies, 

FCL-taco2-S has only 5.4 million (M) parameters and is 4.8, 5.4 

and 9.8 smaller compared with Tacotron2, FCL-taco2-T and 

FastSpeech2, respectively. The speed is measured by real time 

factor (RTF) that denotes the time used to generate one second of 

mel-spectrogram frames. 1000 sentences with an average of 50 

phonemes or pinyin units are used for testing. Due to the AR and 

NAR property, Tacotron2 and FastSpeech2 have the slowest and 

fastest inference speed, respectively. Our proposed FCL-taco2 is 

based on SAR mode and achieves the speed trade-off, and we 

observe that FCL-taco2-S with much smaller size can approximate 

the speed of FastSpeech2. Besides, we also deploy FCL-taco2-S on 

mobile phones with 4 different 8-core ARM processors for speed 

testing, and the results are shown in Table 5. We can observe that 

FCL-taco2-S performs well on low-end (Kirin 955 & Exynos 

8890), middle-end (Kirin 970) and high-end (Kirin 980) mobile 

phones with RTF that is much less than 1. This indicates that FCL-

taco2-S can be efficiently deployed on edge devices for faster than 

real-time speech synthesis.   

4.2.4. Prosody manipulation 

As the duration, pitch and energy are explicitly modelled in the 

proposed FCL-taco2, flexible prosody manipulation can be 

performed, e.g., modification of the duration to control the speech 

rate or F0 to change the intonations or stress.  Fig. 2 gives an 

example showing that by manually multiplying the predicted F0 

with different ratios for speech synthesis, the generated speech has 

the desired pitch contour changes, this shows it is simple yet 

effective to change F0 of the generated speech with high quality. 

Readers are encouraged to listen to our demo for more details1. 

 

5. CONCLUSIONS 

 
This paper presents a novel TTS system, i.e., FCL-taco2, which 

improves Tacotron2 in terms of three main aspects, namely, being 

(i) Fast, achieved by a novel SAR approach proposed for phoneme 

level based parallel mel-spectrograms generation to significantly 

speed up inference; (ii) Controllable, achieved by adding a prosody 

injector to offer high controllability of different prosody features; 

and (iii) Lightweight, achieved by three effective KD strategies to 

greatly compress a relatively large FCL-taco2 model, while 

maintain high-quality generated speech. These advantages enable 

the proposed model to be deployable on edge devices. Future study 

will focus on exploring more efficient architectures (e.g., Conv) 

and effective compression techniques (e.g., quantization) for TTS.   
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Table 5. Inference speed (RTF) of FCL-taco2-S on mobile phones 

with different 8-core ARM processors 

8-core ARM processors 
Inference speed 

EN CN 

Kirin 980 (2A76@2.6GHz+2A76@1.92GHz+4A55@1.8GHz) 0.067 0.043 

Kirin 970 (4A73@2.36GHz+4A53@1.8GHz) 0.171 0.127 

Kirin 955 (4A72@2.5GHz+4A53@1.8GHz) 0.180 0.152 

Exynos 8890 (4M1@2.3GHz+4A53@1.6GHz) 0.192 0.171 

 

 
                         (a)                                                (b) 

 
                         (c)                                                (d) 

Fig. 2. Mel-spectrograms with the predicted F0 that is multiplied 

by a ratio r: (a) r=1; (b) r=0.5; (c) r=1.5; (d) r is linearly increased 

from 0.5 to 1.5 phoneme by phoneme. Red curve denotes the F0 

contour. The corresponding text is ‘遇到问题要勇敢面对呀’. 

Table 2. Speech quality comparisons of different TTS methods on 

EN and CN experiments. 

Methods 
MCD (dB) F0-RMSE (Hz) MOS 

EN CN EN CN EN CN 

GT 0 0 0 0 4.38 4.64 

GT(Mel+PWG) 5.28 3.66 31.61 24.06 4.07 4.5 

Tacotron2 7.17 5.63 44.01 38.31 3.78 3.86 

FastSpeech2 6.83 5.35 41.68 35.10 3.84 3.92 

FCL-taco2-T 6.90 5.38 41.39 34.57 3.83 3.92 

FCL-taco2-S 6.91 5.46 41.66 35.11 3.74 3.82 

 
Table 3. Impact of different KD strategies 

Methods 
MCD (dB) F0-RMSE (Hz) MOS 

EN CN EN CN EN CN 

FCL-taco2-S 6.91 5.46 41.66 35.11 3.74 3.82 

w/o MSD 6.95 5.48 41.66 35.16 3.67 3.72 

w/o HRD 6.96 5.57 41.90 35.45 3.72 3.78 

w/o PD 6.92 5.52 41.98 35.75 3.69 3.69 

w/o MSD+PD 7.07 5.57 41.87 35.41 3.53 3.61 

w/o KD 7.20 5.84 42.36 35.86 3.40 3.53 

 

Table 4. Model size and inference speed (RTF) comparisons on a 

single-CPU server, smaller RTF denotes faster speed 

Models 
Number of 

parameters 

Inference speed Speedup 

EN CN EN CN 

Tacotron2 26.1M 0.408 0.463 / / 

FastSpeech2 53.1M 0.021 0.024 19.4 19.3 

FCL-taco2-T 29.0M 0.077 0.090 5.3 5.1 

FCL-taco2-S 5.4M 0.023 0.025 17.7 18.5 
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